2024 A IE R T St 2 4 fn pr FH #Hit &

2 F A

S EHER: 2024 %7 F 26 H-7 A 27 H
SPHE: BENABEEXEEREE
FAEA: BARBAFGZ T EHERFZ

1



E A EA

H

i
W
-
>
S

RI2
P
o
peiit
>

‘\ﬁ‘b
B
0>

2~V HAE

MERE

2

2P F

2PITE R

B X



SWN 4

ABEIMEATER. 2ol EHEF, FEAFE. KEFE. L
mA¥, GRemmAXHEEN L IR T REFXRBEN. £ETHEEHRE
FROREDNZE, NIEREASABRETT Eawr &k, BEATE
RAWTHELE, TERSRALEAR, FENED LBk, XBLFRITF
BLWXENABESNE LW EHE., THEESE, TEEREEREAM. ¥
RAFRTABZERK TR T ERW TSR RES, URFT “WASZ
GHEMST TN R BERFAARELRRA” B “ETREABEMIHN S T
RBAE G W7 SRE SRR, 2024 ABAEER T Soit Bk fo
Rt &” % T 2024 7 A 26 H-27 HEBNFAT, EAEMAEAHEAF
G SHFEMFR, ARFTLEEELARERIIAEERFFHTFEAR
&, BRI R SHERF R A X ATBEERFRR ., wIEA. A

", AR ERERFIBNEXFEFRBEFARRF &



iﬂl]\ﬁﬂﬁ

BARBEAFSRIT EREMF R KLT 2019 4 4 A, UERER—ROEK
HEAMAEENMNEN . ARSEABRFRG AT ENAFERY, BA
ER, QFERMEE R, AEROE, MHEZH, AR, FEENRRA
To ARCEBRIRABFEALEFRER, AARTFORERFEARER
AR AB LY, REFFRTHERPEZEZTHEFAE TN, TEAX
FHAEHERT. EMEFHRIT. 2R T PHEHRF

HRr3E8 19 B FF #Ffn 4 LN HF, P HHEHE 3 A, #HF
AN, BIERTA, BHEHRIA. RAAFAERL. GAFHFENE, @F
1 2ERHFRASBEREAN, 2 LEREAMFR_ELRAEHR, 1 £KIT
WEHE, 2 4ERHERELITFS (IMS) &£, 14 IMSH45EE, 1 £%H
Git¥ 4 (ASA) £+, 1 4 IMS Medallion #EEH##, 1 LHEEERSGITH
set L BHEWTENF 22, 1 4] RAERIBREFTFERRAL, 1
ZRINTAEAFERNE, 18RI TEERERRAEAL M 2 2 HFI| T
FHM. KREMERXT - AEHELREH, FEAEBERKRNLENE AR
E¥K., RAWRBENSMAHRTHEERFFEWANRRNHFTS, F
AR F AR A, FRE. BEEERR¥EY . FE.

R S8 it 5 AR AL 2 B 7 W 3k (https://stat-ds.sustech.edu.en/) UL & % 7E
HAMBAFRITSHEMRFRCART”, AREL AT RRARITH R,

MR AGITREN £ BRASZIT R UMEANT



FESSAR

Ae|ERE
%4 BRAR AL
JE 4 Rt HE THAFE
EREE #HE BAMEARE

IR REFRE (CLEVFREHF)

¥4 B BAr

BEAR #HE FEAMAE
KHEF #H& THEAY
JE R A #HE ERTHEAF
R B HE THEAY
REE ElE €5 e BAREAE
5% IR €5 e LtEMERE
REHL #HE ol K%

A, IR €5 e LtEMERE
¥ Bl & ZRIFRAF
BREH IR €5 e RN
KRR TR EHK BEFXARE
Bz BEHEE LEREARF
ft&E YW HREFITAF

BRE F R & B R Ak A



FAZRS

EFE T ZHAF R HR RERF

HAZ4

BEXER

ERE K R BAREAF
BFEFE BAR BARAEAF

HELRH

F#EEHF BHFAEAF (wangdg3@mail.sustech.edu.cn)
B # B AR AF¥ (giut@mail.sustech.edu.cn)

AEHT

¥ B Y 18682092796 (/. A %E)

# T 15814784425 (4% #, FE)



X HE

7H?26H (A&Z) 14: 00-18: 20

Fiet |E] SUAE EHA ERA
14:00-14:15 | FHER&EF DS HEE
14:15-15:00 | k2#H&: TBA JE 4 D
15:00-15:25 | SUDO: A Bayesian W =

Subgroup-Speciffc Utility-
Based Dose Testing—
Optimization Design for
Multi-Dose Randomized
Basket Trials

15:25-15:55 | Variational Bayesian oK 3 & =1
Logistic Tensor Regression
with Application to Image
Recognition

15:55-16:20 | Conformal Prediction in JE R A R
Non-Exchangeable Data
Contexts

16:20-16:40 | % &

16:40-17:05 | Orthogonality Specification XSk FFF
Testing With Complex Survey
Data

17:05-17:30 | Decorrelated forward Y= ZE ZF-F

regression for high-
dimensional data analysis

17:30-17:55 | Combining Experimental Z e x| B &2
and Historical Data for Policy
Evaluation

17:55-18:20 | Blockwise Mixed L x| B %

Membership Model for
Discovering the Clinical
Heterogeneity of Parkinson’s
Disease

18:20-20:20 | % =



7827 H (A7) 8: 00-12: 00

B e
08:00-08:45

08:45-09:10
09:10-09:35

09:35-10:00

10:00-10:20

10:20-10:45

10:45-11:10

11:10-11:35

11:35-12:00

12:00-13:00

£HAE

Analysis of Functional Real-
world Data

Directional diffusion models

Optimal designs for active
controlled does-response
models with asymmetric
errors

Bayesian quantile regression
for semiparametric spatial
autoregressive models via
free-knot splines

x &

Causal Fairness with Optimal
Transport

Information-theoretic co-
clustering-based models for
the integrative analysis of
single-cell multi-omics data

Estimation of integrated
volatility of volatility by the
range-based volatility measure

Linguistic-Driven Partial
Semantic Relevance Learning
for Skeleton-Based Action
Recognition

T A (BE—HEETET)

BEHEA
EHEE

B

ffe X

PR E F

ERFA
s FE

L=k 7

k7

EE-s

EE-s



WEFE

1.TBA JF&£



2. SUDO: A Bayesian Subgroup-Speciffc Utility-Based Dose Testing—Optimization Design for

Multi-Dose Randomized Basket Trials

EARBE PEARAFEFREMTTRAIME, FEFER

Abstract: Phase Il basket trials are increasingly adopted, as they enable the concurrent evaluation of
multiple tumor types, thereby expediting the drug development process, especially for oncology
treatments. With growing evidence supporting the promising efffcacy of lower doses for many novel
agents, and in line with the FDA’s Project Optimus, a trending practice in oncology phase IIA studies
is to combine routine preliminary testing of treatment effects and dose optimization with
investigations of multiple doses in a single trial. This paper proposes a novel Bayesian adaptive
design for testing and optimizing subgroup-speciffc doses in multi-dose randomized basket trials. To
address potential heterogeneity between subgroups, the Bayesian model averaging approach is
utilized to adaptively cluster predeffned patient subgroups. A Bayesian hierarchical dynamic linear
model is developed to facilitate efffcient information sharing across multiple doses and within
speciffc subgroup clusters. Under the Bayesian inference framework, proof of concept for the
treatment effect in each subgroup can be established, and the subgroup-speciffc optimal dose can be
identiffed based on a utility 1function that quantiffes the trade-off between toxicity and efffcacy.
Extensive simulation studies are conducted to evaluate the operating characteristics of the proposed
design. The results demonstrate its favorable performance across various scenarios.

EREEN: 7%, PEARAFESRAR, BLARF, AR TR EML, W5t 5
WHEHFHAFCELE, TEFARTABECE: ERARFHED L ITEA, BE NIRRT,
ERSNTEMBEREET, BEEEAFSN, EWMELGABERET AEESTEL RN
A%, TFERUE —FEREAEZ LA RFARX 1205 K, £5F SCIZHE T &= 74.69,
R EW X AFE EF R B TN% T4 NEIM, Annals of Oncology , Clin Cancer Re (discussion
paper), Genome Biology, AJRCCM, A 44 i+ 4% & F47 Journal of Statistical Software, The
Annals of Applied Statistics, SMMR, JRSSC, Bioinformatics %, A& AE“FE LE FH
FERERA. HEFEREAMFELTBLETE 2 T, AHEAEERRA LT, HHRAEE
e KRG 77k F £ F (B lE R et 7k it 7 %), £4% (Advanced Statistics in
Regulatory Critical Clinical Initiatives) (Chapmam & Hall/CRC).
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3. Variational Bayesian Logistic Tensor Regression with Application to Image Recognition

KEF, TEAFEFERUTFRAT R AR

Abstract: Image recognition is an important research topic and has attracted considerable attention
in various fields including video surveillance, human-computer interaction, and medical image
recognition. Existing recognition techniques often ignore structural information of image data or
depend heavily on the sample size of image data. To address the issue, we propose a logistic tensor
regression model, and develop a novel variational Bayesian approach to make estimation and
classification prediction based on the CANDECOMP/PARAFAC decomposition of tensor
coefficients. To incorporate the sparsity of tensor coefficients, we consider the multiway shrinkage
priors for marginal factor vectors of tensor coefficients. The key idea of the proposed method is to
efficiently combine the prior structural information of tensor and utilize the matricization of tensor
decomposition to simplify the complexity of tensor coefficient estimation. The &-transformation
technique is presented to approximate the lower bound of the joint density function of marginal
factors and latent variables. The coordinate ascent algorithm is employed to optimize variational
lower bound. Based on variational posteriors for classification prediction, we obtain a predictive
density approximation. Simulation studies and two real examples including flower image and chest
X-ray image recognition show high classification metrics of the proposed method.

EREEN: K#EF, sHAFRFERUFRAURAHEE, HLER20H, BREAHFES
B E, ZHANERAFTETERGSH, TENFZLKRA. BERSL. KEBEI.
B K BB AT, T TS T mENH 5, 4 (Journal of Machine Learning Research) .
(Journal of the American Statistical Association) £ # %% 3. StFEEHR LT LA £ 4
b o
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4. Conformal Prediction in Non-Exchangeable Data Contexts

Bt #0R R R AS SR

Abstract: Conformal prediction is a distribution-free method for uncertainty quantification that
ensures finite sample guarantee. However, its validity relies on the assumption of data
exchangeability. In this talk, I will introduce several conformal prediction approaches tailored for
non-exchangeable data settings, including clustered data with missing responses, nonignorable
missing data, and label shift data. To provide an asymptotic conditional coverage guarantee for a
given subject, we propose constructing prediction regions by establishing the highest posterior
density region of the target. This method is more accurate under complex error distributions, such as
asymmetric and multimodal distributions, making it beneficial for personalized and heterogeneous
scenarios. | will present some numerical results to illustrate their effectiveness.

EREMN: BRMA, #RFREAZFZ T FRE&R, BLAERR, ¥ REME; NEEXRE
BREEANAITX (ARF), 20124 1 AL RV TFEEA¥SH R, BE5AMANERFA
¥, 2019 £ 1 AmANERTREAF. TERRFTEAL;CHEEE, GELITHEN. TT42H
BRAUTEME, THRLITERAAMFEL. LETEAMFES, #EH SCI #F| Statistica
Sinica. Journal of the Korean Statistical Society #%i Z . 7 Biometrika. JRSSB. PNAS.
Biometrics 2F & & it X 30 & & -
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5. Orthogonality Specification Testing With Complex Survey Data

BE (8 AFSI £ #IZ) and Mengmeng Xu

Abstract: In this paper, we consider specification analysis for linear quantile models in the context
of complex surveys. An orthogonal projection-based nonparametric test is proposed for the correct
specification of a linear conditional quantile function over a continuum of quantile levels. The
proposed test statistic not only can be used to assess the validity of post design-based estimation
inferences regarding the effect of conditional variable on the distribution of outcomes, but also can
successfully incorporate design effects of complex survey data. We derive the limiting distribution of
the proposed test statistic under the null and alternative hypothesis. In particular, we show
that estimation of the unknown model parameters has no asymptotic impact on the proposed test
statistic. To implement the test in practice, we propose a multiplier bootstrap procedure and establish
its validity. The performance of the proposed method is evaluated through simulations, and the utility
of the methodology is demonstrated by a real-world example.

Keywords: Complex survey design; Empirical processes; Multiplier bootstrap; Orthogonal projection;
Quantile regression; Specification tests.

EREMN: RE®R, ZHAFHFERTFRAR. BLART, REZFELAR T F S
BEK, TENFHAEER T 0. EXEEREISMOARLTE, TREXBARFE
SHWETE. ERMETRA, ZHANEFFERFELTE. RELEGEFRMFAR
hFREE (AXHLBF) BFRREL, ZHAEAMFR %R, \EZTHEFBERA
FHIHFTX"FF AL LTI
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6. Decorrelated forward regression for high-dimensional data analysis

BFEE BAMBAFRITEHEERFREHK

Abstract: Forward regression (FR) is a crucial methodology for automatically identifying important
predictors from a large pool of potential covariates. While forward selection techniques achieve
screening consistency in contexts with moderate predictor correlation, this property gradually
becomes invalid when dealing with substantially correlated variables—especially in high-
dimensional datasets where strong correlations exist among predictors. This challenge is not unique
to forward selection methods and is encountered by other model selection approaches as well. To
address these challenges, we introduce a novel decorrelated forward (DF) selection framework for
generalized mean regression models, including prevalent models, such as linear, logistic, Poisson,
and quasi likelihood. The DF selection framework stands out because of its ability to convert
generalized mean regression models into linear ones, thus providing a clear interpretation of the
forward selection process. It also offers a closed-form expression for forward iteration, to improve
practical applicability and efficiency. Theoretically, we establish the screening consistency of DF
selection and determine the upper bound of the selected submodel's size. To reduce computa-tional
burden, we develop a thresholding DF algorithm that provides a stopping rule for the forward-
searching process. Simulations and real data applications show the outstanding performance of our
method compared with that of some existing model selection methods.

EREMN: B5E, BAMRAFR T SEEMFREHR(KE), #AXR. BLERW, T
2009 41+ H A FH# F XAF ST R, 2009-2010 72 F X N E L+ EAF 5, 2010-2013 £
FE AR EAFE K, 2013 £ 07 AWANEAREAF, NERI|ITESEERALIL
#it&| (2016), ¥HFARBEAFAHHFE (2018), RI|IFTIHAFH)T (2018), EFHFME
REX (A4 BAMFEe., BYTEMARE LTEF 10 7T, X EHRTFHAHE
guHEE, REXEE, BRER. LK ERESSF, 2aBAIT5ITES, OF
Biometrika, Bernoulli, Statistics and Computing, Statistica Sinica, Econometrics Journal % [F it —
WG F Bt EZ w8 1) k& %k SCI&SSCI it 5 50 4 & F H IR X H M — 36
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7. Combining Experimental and Historical Data for Policy Evaluation

Fe LBEMARFG T EEEFRAHEK

Abstract: This paper studies policy evaluation with multiple data sources, especially in scenarios
that involve one experimental dataset with two arms, complemented by a historical dataset generated
under a single control arm. We propose novel data integration methods that linearly integrate base
policy value estimators constructed based on the experimental and historical data, with weights
optimized to minimize the mean square error (MSE) of the resulting combined estimator. We further
apply the pessimistic principle to obtain more robust estimators, and extend these developments to
sequential decision making. Theoretically, we establish non-asymptotic error bounds for the MSEs of
our proposed estimators, and derive their oracle, efficiency and robustness properties across a broad
spectrum of reward shift scenarios. Numerical experiments and real-data-based analyses from a
ridesharing company demonstrate the superior performance of the proposed estimators.

EREMN: F&, LEMEAFG U 5ERYRE AR, LRV TEIA¥ERF RS
FFR. GHXEEMAF MD LEHREBEFT L. EBFXAFRITR, LT EAAFHE
WARFEF. AR T HEEREEKE. EFERAZREEI . LK EFTERE
Wr. 7& Journal of the American Statistical Association, Annals of Applied Statistics, Statistica Sinica,
Biometrics £ 4t it 2 #1 T % & UL A T4 86174 Neurips, ICML t% %3t % & 2.
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8. Blockwise Mixed Membership Model for Discovering the Clinical Heterogeneity of

Parkinson’s Disease

Bl P RFRFF R R R

Abstract: Current diagnostic landscape for Parkinson's disease (PD) faces formidable challenges due
to the heterogeneous nature of disease course, including that (i) the disease progression varies hugely
between patients, (ii) various types of motor and nonmotor symptoms exist, and (iii) the time to
develop those clinical symptoms differs significantly. To tackle these complexities, we propose a
novel blockwise mixed membership model (BM3) to systematically unveil between-patient,
between-symptom, and between-time clinical heterogeneity within PD. The key idea behind BM3,
which is fundamentally different from conventional mixed membership models, is to partition
multivariate longitudinal observed variables into distinct blocks, enabling variables within each
block to share a common latent membership while allowing different latent memberships across
blocks. Consequently, the heterogeneous PD-related symptoms across time are divided into clinically
homogeneous blocks consisting of correlated symptoms and time-dependent visits. Moreover, BM3
assign each patient a subject specific vector characterizing partial membership across latent clusters,
thus enabling the intricate description of individualized disease progression. We provide both
theoretical and empirical justification for the identifiability and posterior consistency of the unknown
blocking structures and model parameters. By applying BM3 to the Parkinson’s Progression Markers
Initiative (PPMI) data, we advance our comprehension of PD heterogeneity, paving the way for the
development of more precise and targeted therapies to benefit patients.

EREA: R, L, PLAFHFFREHIX. 2015 FAMEV THLAFHFEIHE
BEFR, 2020 FHELEV THFBFXAF ST R, 2020-2022 FTHFALEAFNEFHL
EHR. 2022 F 7 AR L AFHFF R, A%, ALtEFH. TEHARFTEANEEL
EEA, JMBEEEFHENREGEE, Utiiam%E,
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9.Analysis of Functional Real-world Data

RRE, EAMBAFHRE. EARTFOEL

Abstract: Data collected from wearable devices , EEG and various other types of data have been
extensively utilized for health monitoring and disease diagnosis. However, analyzing such types of
data poses a significant challenge. Take, for instance, the free living gait data typically collected over
a 7-day period using AX6 devices. This type of data presents the following characteristics: 1) Data is
in an arbitrary format, consisting of multivariate functional data of varying lengths and sizes, unique
to each subject; 2) There is substantial heterogeneity, with features not only differing between
subjects but also varying over time for the same subject; 3) The data exhibits a complex structure,
with both mean and covariance structures potentially changing over time; 4) The dataset is of
considerable size. In this talk, I will illustrate how our team has tackled the analysis of such data
through examples we have worked on.

EREMN: v A2E, AR AFA T SHERFRAR, BE¥FNAEMEFH T OEL,
EEHERS T F 24+, BEFBTHEELATEER. gANFR. GHEAEERIAER
HFRAREIFARR, SIMAFFTMFRFEAR R, EEAFEH K AF (Newcastle
University) Ziit# # 3%, AFHRAF U EMABER R F OB EE. TERX T HEHE
RHABE ST, EWEFSH, FAHEL T, meta-analysis % . EEFF AT LA &
BAFFARLX 100 £ F, @F 51 EFTHH T JRSSB, JASA, Biometrika, Nature
Medicine #= British Medical Journal. J. of Computational and Graphical Statistics &| + 4%, & {f
B EXZittha (A %t) (JRSSC)% EFF#A FI& =%, Guest AE for JRSS discussion paper.
M IEEE RE X f@ERERF2RELXE. ZERAUTNSFESZH AT 2FERERX
%, 7& Chapman & Hall i ik % # : Gaussian Process Regression Analysis for Functional Data.
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10. Directional diffusion models

R LM B A% it 5 E B i

Abstract: Diffusion models have achieved remarkable success in diverse domains such as image
synthesis, super-resolution, and 3D molecule generation. Surprisingly, the application of diffusion
models in graph learning has garnered little attention. In this paper, we aim to bridge this gap by
exploring the use of diffusion models for unsupervised graph representation learning. Our
investigation commences with the identification of anisotropic structures within graphs and the
recognition of a crucial limitation in the vanilla forward diffusion process when dealing with these
anisotropic structures. The original forward diffusion process continually adds isotropic Gaussian
noise to the data, which may excessively dilute anisotropic signals, leading to rapid signal-to-noise
conversion. This rapid conversion poses challenges for training denoising neural networks and
obstructs the acquisition of semantically meaningful representations during the reverse process. To
overcome this challenge, we introduce a novel class of models termed directional diffusion models.
These models adopt data-dependent, anisotropic, and directional noises in the forward diffusion
process. In order to assess the effectiveness of our proposed models, we conduct extensive
experiments on 12 publicly available datasets, with a particular focus on two distinct graph
representation learning tasks. The experimental results unequivocally establish the superiority of our
models over state-of-the-art baselines, underscoring their effectiveness in capturing meaningful
graph representations. Our research not only sheds light on the intricacies of the forward process in
diffusion models but also underscores the vast potential of these models in addressing a wide
spectrum of graph-related tasks.

EREAMN: AN, LEMZA¥HITETEFRE K, BV TENFRZXAAFH
FlaR, TEMRTMAERMFT, REFY, HRX#EH. £ Journal of American
Statistical Association, Journal of Machine Learning Research, NeurlPS, ICML, KDD %t 4 1t 22 41l
HFEIHFIFWELERBETEXE, HhFZERIN2EBRAUHFARERL, LFHE L
2+ Barry H. Margolin Award, F A\ it % > Lig & 4 A A4 iK1,
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11. Optimal designs for active controlled does-response models with asymmetric errors

& RHITE A B HE

b

Abstract: The optimal design of dose-finding studies with an active control has only been
investigated in the literature for regression models that arise from an accurate error distribution. In
this paper, we mainly determine optimal designs for estimating the smallest dose achieving the same
treatment effect as the active control from the perspective of the second-order least squares
estimation (SLSE). This estimation method has been demonstrated to be asymptotically more
efficient than the ordinary least squares estimation (OLSE) when the error distribution is asymmetric.
More precisely, we develop optimal design theory based on the SLSE, including equivalence
theorems for \phi_p-optimal designs and a geometric characterization of \tilde{c}-optimal designs,
which are then illustrated with examples. Furthermore, we investigate the finite sample properties of
optimal designs and compare the SLSE with OLSE through simulation, numerical results show that
the variance reduction of the SLSE is quite significant when optimal designs based on the SLSE are
used for certain situations. Finally, the sensitivity of optimal designs to parameter mis-specifications
has also been discussed.

FREEN: BE, ZRREAFEHFT, AL ES., 2019 £ LEVF EEFEAS, I
MNEBRFEAFEREH K. TEANZENTH 2. RERTFFTENAEIE, THFEX
EANFESFTFINEMLHE EAMNFELFTFIEL LT, 7 Bayesian Analysis. Journal
of Statistical Planning and Inference. Statistical Papers 4 E /4N 31 Tl £ % k6 X9 20 B . #1E
FEAGRATAR SRR L T2 2BEE, 2EHI VAT FUFARLCEFESTFEABLEE,
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12. Bayesian quantile regression for semiparametric spatial autoregressive models via free-knot

splines

RS E BRI AFRF 5 R FIRB 2T

Abstract: We consider a Bayesian quantile regression (BQR) of the semiparametric spatial
autoregressive models for spatial data to improve predicting performance. It can be used to capture
the linear and nonlinear effects of covariates on the response at different quantile points. With the
nonparametric function approximated by free-knot splines, we develop a Bayesian sampling-based
method which can be performed via MCMC approach and design an efficient Metropolis-Hastings
within Gibbs sampling algorithm to explore the joint posterior distributions. Monte Carlo simulations
show that our estimator not only has robustness for different spatial weights matrices but also
perform more better than the quantile regression (QR) and instrumental variable quantile regression
(IVQR) estimators in the finite sample at different quantiles. The efficacy of the proposed model and
estimation method is demonstrated on a real data application from Boston housing price.

EEHEN: RIF, BAMEAFE IR, A5k, BATZETEER, F/ #5855
FHEHARE, EATTAR2204BR, IREXEAMFFFEPFTERLTEMFELE
t—%%8#, AEAFTTHEEERFAEHEIE F 6.
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13. Causal Fairness with Optimal Transport

RER TRFXAFRURAXYGEAR

Abstract: Algorithm fairness has been a hot topic in recent years. It is a big concern in many fields,
especially healthcare, where machine learning algorithms are increasingly expected to help make
clinical decisions. Biased data may lead to a biased decision-making algorithm. Consequently, the
unfairness makes the algorithm unreliable. Unfortunately, it might make the whole decision-making
system more biased. How to measure fairness has been discussed in many related works. However,
the association-based fairness definitions are not always compatible with each other. Some causal
fairness definitions are proposed and take the causal path into consideration. Most causal fairness
definitions are consistent with other association-related fairness. One step further, principal fairness
is a definition that is more applicable in healthcare since it concerns whether those who benefit from
the treatment will receive it fairly. In this project, we will use principal fairness as the measurement.
In order to handle the high-dimensional dataset in health record and possible biases/shift in the
dataset, we intend to use autoencoder, which is a non-linear dimension reduction approach, and
optimal transport, which helps us mitigate the biases/shift. Our proposed framework can make
contributions to advance the fairness decision-making algorithm in healthcare and be able to handle
extensive electronic health record data, such as Medical Information Mart for Intensive Care
(MIMIC).

ERMEN: KEE, 2008-2012 4 £ B A¥4it 2 AF, 2012-2014 4 FA|#EF A ¥ TS K
Gt AL, 2014-2019 FAR LT AFERFIT R EL, TEFRIARAESLEKEE, L&
% >] %, 7 Biometrics, Biostatistics, Computational Statistics and Data Analysis, Journal of
Multivariate Analysis, Statistics in Medicine % 24 % & & # X .
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14. Information-theoretic co-clustering-based models for the integrative analysis of single-cell

multi-omics data

B, FEFHAFIEN SR HE LR

Abstract: Modern high-throughput sequencing technologies have enabled us to profile multiple
molecular modalities from different cell subpopulation and even from the same single cells,
providing unprecedented opportunities to assay cellular heterogeneity from multiple biological layers.
In this talk, we will present two kinds of data integration models, one for multi-omics data profiled
from different single cells and another for multi-omics data profiled from the same single cells, under
the same framework of information-theoretic co-clustering. The first kind of models are based on the
idea of transfer learning, utilizing the information in one dataset, the source data, to facilitate the
analysis of another dataset, the target data. These models use the linked features in the two datasets
for effective knowledge transfer. The second kind of model borrows the idea of multi-view learning,
and takes into account the biological dependency across different types of genomic features. Our
experiments on single-cell genomic datasets demonstrate that all of the proposed models improve the
clustering performance, provide biological insights, and are computationally efficient.

EREAN: GHBE, DEMNRAFHRFRFATABERK. 2018 FHELEV THEEL 4
RARFBEFERITFIR, 2019-2021 FEFRBFXAFRIUTRANEFHLEARRE TE, ZFEMWA
TERFEAF. BN ETEEYF. ZUFHAEERFTEANARIE, BATTLHH
GUBAFNET A NMEMEFASE (EEZCFEARLAFHEMBHAHKE. O
AH 3= 4T3 89 B BR AR B Bl (& 4 Briefings in Bioinformatics, Bioinformatics #2 Journal of
Computational and Graphical Statistics) X kW X#fi+&. BRI EFRER AN FELHFFE
& — T,
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15. Estimation of integrated volatility of volatility by the range-based volatility measure;

fTeEx, EREFEITAFEHT

Abstract: The issue of market microstructure noise poses a significant challenge to the estimation
of integrated volatility of volatility based on high-frequency data, owing to the accumulation of noise
with increasing sampling frequency. In this paper, we provide new statistics to estimate the
integrated volatility of volatility by the range-based volatility measure in the presence of
microstructure noise as well as in the case where noise and price jumps are present. The associated
unfeasible and feasible center limit theorems with convergence rate n”(1/8) for the new estimators
are established in both cases. Simulation studies are conducted to check the finite sample
performance of the proposed methodology and our findings suggest that if the jumps are large, the
proposed method is prior to the integrated volatility of volatility estimator on the basis of returns.
Additionally, a real study is used to illustrate the stylized facts of the proposed estimators later

EREAMAN: 42 FH L, mRFITAFHIT. £ (International journal of forecasting ) .
(Journal of Time Series Analysis). (Journal of Systems Science & Complexity). {5 f|#E % 4
) FRARBBXE. TENETEGALIE. BIKE. §HEE. Meta 2475 7 @ 095t
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16. Linguistic-Driven Partial Semantic Relevance Learning for Skeleton-Based Action

Recognition

PRE F, AR A%

Abstract: Skeleton-based action recognition, renowned for its computational efficiency and indiffer-
ence to lighting variations, has become a focal point in the realm of motion analysis. However, most
current methods typically only extract global skeleton features, overlooking the potential semantic
relationships among various partial limb motions. For instance, the subtle differences between
actions such as "brush teeth" and "brush hair" are mainly distinguished by specific elements.
Although combining limb movements provides a more holistic representation of an action, relying
solely on skeleton points proves inadequate for capturing these nuances. Therefore, integrating
detailed linguistic descriptions into the learning process of skeleton features is essential. This
motivates us to explore integrating fine-grained language descriptions into the learning process of
skeleton features to capture more discriminative skeleton behavior representations. To this end, we
introduce a new Linguistic-Driven Partial Semantic Relevance Learning framework (LPSR) in this
work. While using state-of-the-art large language models to generate linguistic descriptions of local
limb motions and further constrain the learning of local motions, we also aggregate global skeleton
point representations and textual representations (which generated from LLM) to obtain a more
generalized cross-modal behavioral representation. On this basis, we propose a cyclic attentional
interaction module to model the implicit correlations between partial limb motions. Numerous
ablation experiments demonstrate the effectiveness of the method proposed in this paper, and our
method also obtains sota results.
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