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Transfer Learning for High-dimensional

Regression

Information from related source studies can often enhance
the findings of a target study.However the distribution
shift between target and source studies may severely
impact theefficiency of knowledge transfer. In the high-
dimensional regression setting, existing transfer mainly
focus on the parameter shift. In this paper, we focus on the
high-dimensional quantile regression with knowledge
transfer under three types of distribution shift: parameter
shift, covariate shift, and residual shift. We propose a
novel transferable set and a new transfer framework to
address the above three discrepancies. Nonasymptotic
estimation error bounds and source detection consistency
are established to validate the availability and superiority
of our method in the presence of distribution shift.
Additionally, an orthogonal debiased approach is
proposed for statistical inference with knowledge transfer,
leading to sharper

asymptotic results. Extensive simulation results aswell as
real data applications further demonstrate the
effectiveness of our proposed procedure.

“Statistica Sinica” “
JASA
( )
100

SCI1 2015



2025

The Factor Tree

Threshold factor models are pivotal for capturing rapid regime-
switching dynamics in high-dimensional time series, yet
existing frameworks relying on a single pre-specified threshold
variable often suffer from model misspecification and unreliable
inferences. This paper introduces a novel factor tree model that
integrates classification and regression tree (CART) principles
with high-dimensional factor analysis to address structural
instabilities driven by multiple threshold variables. The factor
tree is constructed via a recursive sample splitting procedure
that maximizes reductions in a loss function derived from the
second moments of estimated pseudo linear factors. At each
step, the algorithm selects the threshold variable and cutoff
value yielding the steepest loss reduction, terminating when a
data-driven information criterion signals no further
improvement. To mitigate overfitting, an information criterion-
based node merging algorithm consolidates leaf nodes with
identical factor representations. Theoretical analysis establishes
consistency in threshold variable selection, threshold
estimation, and factor space recovery, supported by extensive
Monte Carlo simulations. An empirical application to U.S.
financial data demonstrates the factor tree's effectiveness in
capturing regime-dependent dynamics, outperforming
traditional single-threshold models in decomposing threshold
effects and recovering latent factor structures. This framework
offers a robust data-driven approach to modeling complex

regime transitions in high-dimensional systems.
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Beyond Forward-Looking: Enhancing Market
Timing with Option-Implied Probability

Weighting

This paper introduces a novel approach to asset allocation
by incorporating time-varying probability weighting
derived from option-implied distributions. Traditional
forward-looking models typically assume risk aversion
under Expected Utility Theory, overlooking investors'
behavioral biases in probability perception. By embedding
a probability weighting mechanism into the pricing kernel,
we capture how investors overweight or underweight tail
risks over time. Em pirically, we apply this method to the
S&P 500 index and options market, demonstrating that the
adjusted real-world return distributions significantly
improve portfolio performance across Sharpe ratios,
opportunity cost, and utility-based measures. The gains are
especially pronounced during crisis periods, where
conventional models often fail. Robustness checks across
alternative weighting functions, optimization schemes, and
dynamic settings affirm the strategy's stability. These
findings underscore the significance of incorporating the
time-varying probability weighting feature when utilizing
option information for asset allocation. This is ajoint work
with Shaocong Peng.

20
Operations Research INFORMS  Journal on
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Portfolio Optimization via Transfer Learning

Recognizing that asset markets generally exhibit shared
informational char acteristics, we develop a portfolio
strategy based on transfer learning that lever ages cross-
market information to enhance the investment
performance of the market of interest. Our strategy
asymptotically identifies and utilizes the in formative
datasets, selectively incorporating valid information
while discarding the misleading information. This
enables our strategy to achieve the maximum Sharpe ratio
asymptotically, while maintaining a variance no greater
than that of the strategy solely relying on the data from
the market of interest. The promising performance is
demonstrated by numerical studies and empirical analysis
ofinvestments in different industries.
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Unified optimal model averaging with a general

loss function based on cross-validation

Studying unified model averaging estimation for situations
with complicated data structures, we propose a novel model
averaging method based on cross-validation (MACV).
M ACV unifies a large class of new and existing model
averaging estimators and covers a very general class of loss
functions. Furthermore, to reduce the computational burden
caused by the conventional leave-subject/one-out cross
validation, we propose a SEcond-order-Approximated Leave-
one/subject-out (SEAL) cross validation, which largely
improves the computation efficiency. As a useful tool, we
extend the Bernstein-type inequality for strongly mixing
random variables that are not necessarily identically
distributed. In the context of non-independent and non-
identically distributed random variables, we establish the
unified theory for analyzing the asymptotic behaviors of the
proposed M ACV and SEAL methods, where the number of
candidate models is allowed to diverge with sample size. To
demonstrate the breadth of the proposed methodology, we
exemplify four optimal model averaging estimators under
four important situations, i.e. longitudinal data with discrete
responses, within-cluster correlation structure modeling,
conditional prediction in spatial data, and quantile regression
with a potential correlation structure. We conduct extensive
simulation studies and analyze real-data examples to illustrate
the advantages of the proposed methods.
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Robust group identification and membership

Prediction

In this paper, we propose a novel quantile regression
modeling framework with a latent group structure, allowing
samples drawn from a population consisting of groups with
different conditional quantiles along with certain covariates.
Different from most conventional modeling approaches for
group identification, such as finite mixture models and
threshold models, our new model is distribution free, allows
the same individual to have different group affiliations on
different covariates. Furthermore, it permits the group
numbers and group structure ofregression coefficients to be
the same or different for different covariates. We identify
the potential group

structure for the quantile regression coefficients using the K-
NN fused penalized method and recover the group
boundaries using SVM method, after artificially assigning
appropriate labels to different groups. The computational
burden of our approach is significantly lower than the
pairwise fused regularization method in Ma and Huang
(2017). Moreover, unlike existing regularization methods,
our method can analyze and explain the reasons for grouping
and predict the group membership ofnew individuals based
on the estimated group boundary. We establish the
theoretical properties of the proposed estimators for group
parameters and boundary parameters. Simulation studies
and a real data analysis illustrate that the proposed methods
perform well.
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Statistical modeling and inference in high-

dimensional data

High-dimensional data is frequently collected in the big-
data age, including healthcare, agriculture, economy. This
talk investigates the statistical modeling and testing for
high-dimensional data. First, we develop response best-
subset selector and tensor-decomposition-based methods
for multivariate high-dimensional models. Second, we
provide ridge-based methods to estimate error’s variance
in high-dimensional data. Third, we construct efficient
confidence intervals and propose hypothesis test method
for high-dimensional quantile regressions, including the
cases when the high or low-dimensional nuisance
parameter presents.

Journal of the
American Statistical Association, Biometrika
Journal of Econometrics Journal of Machine
Learning Research
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Session one

Modern Modeling for High-Dimensional and Structured Data

Bilevel Network Estimation with a Deep Neural Network under Hierarchical

Structured Sparsity

(

Accurate network estimation serves as the cornerstone for understanding complex systems
across scientific domains, spanning from decoding gene regulatory networks in systems
biology to identifying social relationship patterns in computational sociology. Modern
applications demand methods that simultaneously address two critical challenges:
capturing nonlinear dependencies between variables and reconstructing inherent
hierarchical structures where higher-level entities coordinate lower-level components (e.g.,
functional pathways organizing gene clusters). Traditional Gaussian graphical models
fundamentally fail in these aspects due to their restrictive linear assumptions and flat
network representations. We propose DeepBLNet, a deep learning framework for bi-level
network inference. The core innovation lies in hierarchical selection layers that enforce
structural consistency between high-level coordinating groups and their constituent low-
level connections via adaptive sparsity constraints. This architecture is integrated with
compositional deep architectures that learn cross-level association patterns through
constrained nonlinear transformations, explicitly preserving hierarchical dependencies
while overcoming the representational limitations of linear methods. Crucially, we
establish formal theoretical guarantees for the consistent recovery of both high-level
connections and their internal low-level structures under general statistical regimes.
Extensive validation demonstrates DeepBLNet's effectiveness across synthetic and real-
world scenarios, achieving superior FI scores compared to competitive methods and
particularly benefiting complex systems analysis through its interpretable bi-level
structure discovery.

Modeling Heterogeneous Recurrent Processes with Informative Censoring: A
Threshold-Based Approach

(

Recurrent event data are commonly encountered in longitudinal follow-up studies and
provide valuable insights into disease progression. Additionally, the observation of
recurrent events may be terminated by informative dropouts or failure events, such as
death. Despite the extensive literature on this data structure few studies have addressed
the complex population heterogeneity in recurrent event processes, which may not be
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adequately captured by conventional regression models. In this paper, we propose a single-
index threshold multiplicative intensity (SIT-M 1) model to identify latent subgroups by
determining whether a linear combination of classification covariates exceeds certain
threshold values. Under the Poisson assumption for recurrent process, we construct a
smoothed objective function to estimate the model parameters. Under mild regularity
conditions, we establish the consistency ofall parameter estimators and show that the slope
parameter estimators are asymptotically normal. An extensive simulation study shows that
the proposed methods perform well in practical applications. The approach is applied to
real-world data from a study on readmission among chronic heart failure patients, obtained

from the clinical data repository ofthe University ofVirginia Health System.

Integrated Bayesian non-parametric spatial modeling for cross-sample identification

of spatially variable features

M

Accurate network estimation serves as the cornerstone for understanding complex systems
across scientific domains, spanning from decoding gene regulatory networks in systems
biology to identifying social relationship patterns in computational sociology. Modern
applications demand methods that simultaneously address two critical challenges:
capturing nonlinear dependencies between variables and reconstructing inherent
hierarchical structures where higher-level entities coordinate lower-level components (e.g.,
functional pathways organizing gene clusters). Traditional Gaussian graphical models
fundamentally fail in these aspects due to their restrictive linear assumptions and flat
network representations. We propose DeepBLNet, a deep learning framework for bi-level
network inference. The core innovation lies in hierarchical selection layers that enforce
structural consistency between high-level coordinating groups and their constituent low-
level connections via adaptive sparsity constraints. This architecture is integrated with
compositional deep architectures that learn cross-level association patterns through
constrained nonlinear transformations, explicitly preserving hierarchical dependencies
while overcoming the representational limitations of linear methods. Crucially, we
establish formal theoretical guarantees for the consistent recovery of both high-level
connections and their internal low-level structures under general statistical regimes.
Extensive validation demonstrates DeepBLNet's effectiveness across synthetic and real-
world scenarios, achieving superior FI scores compared to competitive methods and
particularly benefiting complex systems analysis through its interpretable bi-level

structure discovery.
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Linear Functional Quantile AR process

This paper proposes a novel linear functional quantile autoregressive (AR) model, in
which traditional time series is studied and the functional predictor is unobserved.
Specifically, the conditional quantile function is affected by the past conditional quantile
function. This proposed model can capture the functional relationship within two
conditional distributions, and can be viewed as a generalization of CaViaR model. We
propose a simple and effective three-step approach of quantile regression estimation for
our model based on functional principal component analysis (fPCA). Unlike functional
data analysis, which usually focuses on the convergence rate of the estimator, we
investigate the strong approximations for the three-step estimator. A Monte Carlo
experiment is conducted to investigate the finite sample performance of the proposed
estimator and its asymptotic behavior. An empirical example is presented to illustrate the
usefulness of the new method.
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Session two

A Theory-Driven Approach to Inner Product Matrix Estimation for Incomplete

Data: An Eigenvalue Perspective

Addressing the critical challenge of data incompleteness in inner product matrix
estimation, we introduce a novel eigenvalue correction method designed to precisely
reconstruct true inner product matrices from incomplete data. Utilizing random matrix
theory, our method adjusts the eigenvalue distribution of the estimated inner product
matrix to align with the ground truth. This approach significantly reduces estimation
errors for both inner product matrices and the associated Euclidean distance matrices,
thereby enhancing the effectiveness of similarity searches on incomplete data. Our
method surpasses traditional data imputation and similarity calibration techniques in
both maximum inner product search and nearest neighbor search tasks, demonstrating

marked advancements in managing incomplete data.

Testing for large-dimensional covariance matrix under differential privacy

The increasing prevalence of high-dimensional data across various applications has
raised significant privacy concerns in statistical inference. In this paper, we propose a
differentially private integrated test statistic for testing large-dimensional covariance
structures, enabling accurate statistical insights while safeguarding privacy. First, we
analyze the global sensitivity of sample eigenvalues for sub-Gaussian populations,
where our method bypasses the commonly assumed boundedness of data covariates.
For sufficiently large sample size, the privatized statistic guarantees privacy with high
probability. Furthermore, when the ratio of dimension to sample size, $d/n \toy \in (0,
\infty)$, the privatized test is asymptotically distribution-free with well-known critical
values, and detects the local alternative hypotheses distinct from the null at the fastest
rate of $1 sqrt{n}$. Extensive numerical studies on synthetic and real data showcase
the validity and powerfulness of our proposed method.
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Session three

Collective Wisdom: Policy Averaging, with an Application to the Newsvendor

Problem

We propose a Policy Averaging Approach (PAA) that synthesizes the strengths of
existing approaches to create more reliable, flexible and justifiable policies for
stochastic optimization problems. An important component of the PAA is risk
diversification to reduce the randomness of policies. A second component emulates
model averaging from statistics. A third component involves using cross-validation to
diversify and optimize weights among candidate policies. We demonstrate the use of
the PAA for the news-vendor problem. For that problem, model-based approaches
typically use specific and potentially unreliable assumptions of either independently
and identically distributed (i.i.d.) demand or feature-dependent demand with covariates
or autoregressive functions. Data-driven approaches, including sample averaging and
the use offunctions ofcovariates to set order quantities, typically suffer from overfitting
and provide limited insights to justify recommended policies. By integrating concepts
from statistics and finance, the PAA avoids these problems. We show using theoretical
analysis, a simulation study, and an empirical study, that the PAA outperforms all those
earlier approaches. The demonstrated benefits of the PAA include reduced expected
cost, more stable performance, and improved insights to justify recommendations.
Extensions to consider tail risk and the use of stratified sampling are discussed. Beyond
the newsvendor problem, the PAA is applicable to a wide variety of decision-making

problems under uncertainty.

Risk-Sensitive Reinforcement Learning with Information Costs

We study a provably optimal exploration problem in risk-sensitive reinforcement
learning (RL) with information acquisition costs. The agent can pay for signals
revealing information about future states and act based on them in a finite-horizon
Markov decision process (MDP). We investigate a general objective class named
optimized certainty equivalence which includes popular risk measures such as
conditional value-at-risk, variance, and entropic risk. To handle both signal acquisition
and action selection, we introduce a unified probabilistic decision policy and
characterize the policy space under both constrained and unconstrained signal
acquisition settings. We propose a novel bonus-driven value iteration algorithm for
tabular MDPs and establish its regret bounds.

-25
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A Flexible Functional Approach to Volatility Prediction

r(

This paper introduces a novel functional volatility forecasting approach that
significantly extends the functional method, fVP, proposed by Tan et al.(2024). First,
we accommodate the presence of pmps in both price and volatility dynamics, as widely
documented in the financial econometrics literature. Second, our method considerably
relaxes the restrictive structure imposed by fVP, which models volatility as a sum of
independent smooth and nonsmooth components.Instead, we assume a general Ito
semimartingale framework for the volatility process. Third, unlike fVP, our approach
does not rely on the log transformation of squared high-frequency returns,thereby
avoiding the additional complications associated with zero returns. Simulation and
empirical evidence both confirm the proposed method's strong finite-sample
performance.

CTQAR
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CTQAR

-26



2025

Session four

Subgroup learning in functional regression models under the RKHS framework

Motivated by the inherent heterogeneity observed in functional data applications, this
paper aims to develop subgroup learning methods for functional data analysis. We
propose a functional regression model with a change hyperplane to capture
heterogeneous relationships within subgroups. An iterative algorithm is developed to
estimate unknown parameters and identify the subgroup structure defined by the
hyperplane. The asymptotic theory for the coefficient functions is established using a
vector- valued reproducing kernel Hilbert space method, and the asymptotic properties
of the grouping estimators are derived through a smoothing technique. For statistical
inference, we propose a supremum-type score test statistic to test the existence of
subgroups and establish its asymptotic distribution under both the null hypothesis and
the local alternative hypothesis. Numerical studies demonstrate the finite sample
performance of the proposed estimation and testing methods. Finally, we illustrate the
practical application using COVID-19 and air quality datasets.

Doubly Robust Estimation of Optimal Individual Treatment Regime in a Semi-

supervised Framework

In many health-care datasets like the electronic health record (EH R) dataset, collecting
labeled data can be a laborious and expensive task, resulting in a scarcity of labeled
data while unlabeled data is already available. This has sparked a growing interest in
developing methods to leverage the abundant unlabeled data. We thus develop several
types of semi-supervised (SS) methods for estimating optimal individulized treatment
regime (ITR) that utilize both labeled and unlabeled data in a general model-free
framework, with efficiency gains compared to supervised estimation methods. Our
proposed method first utilizes a flexible imputation technique through single index
kernel smoothing to exploit the unlabeled data, which performs well even in cases of
multidimensional covariates, with a follow-up estimation to determine the optimal ITR
by directly optimizing the imputed value function. Additionally, in cases where the
propensity score function is unknown like in observational studies, we also develop a
doubly robust SS estimation method based on a class of monotonic index models. Our
estimators are shown to be consistent with the cube root convergence rate and exhibit
a nonstandard asymptotic distribution characterized as the maximizer of a centered
Gaussian process with a quadratic drift. Simulation studies demonstrate the efficiency
and robustness of the proposed methods compared to supervised approach in finite
samples. Additionally, a practical example from the ACTG 175 study illustrates its real-
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Large-scale quantile regression with covariates missing at random

Large-scale data has become increasingly prevalent across various domains due to
modern technological advancements. Analyzing such an extensive dataset poses
inherent challenges as it often exhibits significant skewness, heteroscedastic variance
and incomplete data. A widely adopted method for studying heterogeneous data is
quantile regression (QR) } . In this article, we fit a linear quantile regression model for
large-scale data with randomly missing covariates. We integrate information from
multiple machines by constructing a communication-efficient surrogate loss (CSL)
function.This function combines a weighting method to address missing data with a
convolution-type smoothing procedure to deal with the non-smooth quantile regression
loss function. Under mild conditions, our proposed estimator demonstrates consistency
and asymptotic normality. The proposed approach is evaluated through extensive
simulation studies and applied to the Survey data from the Behavioral Risk Factor
Surveillance System (BRFSS).

-28
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Session five

Prediction of asset prices integrating topological data analysis and decomposition

approaches: Insights from cryptocurrency, crude oil, and stock markets

This study proposes a novel hybrid forecasting framework that integrates topological
data analysis (TDA), data decomposition techniques, and deep learning, aiming to
enhance prediction accuracy across diverse financial markets. Focusing on four
representative markettypes, including cryptocurrencies, crude oil futures, stock indices
and individual stocks, we extract six topological features (e.g., persistence entropy)
from cross-asset prices within each market, capturing the interconnected relationships
and structural correlations across assets, which are often overlooked by traditional
methods. Then the predicted asset prices and topological features are decomposed by
VMD,EMD and CEEM DAN approaches, respectively. The backpropagation (BP) and
long short-term memory (LSTM) approaches are applied to the decomposed series,
with predictions in each decomposed series aggregated to obtain the final predicted
prices. The empirical results demonstrate that our newly constructed hybrid models
(TDA-VMD-BP and TDA-VMD-LSTM) achieve higher prediction accuracy than
comparison models and exhibit strong robustness and applicability across multiple
market types. This research opens a new research path for topology-decomposition
integrated models in the field of financial forecasting.

Stability-based generalization analysis based on stochastic algorithms

In this talk, we want to introduce a fundamental analysis framework in learning theory
based on stochastic algorithms, mainly including the excess generalization error and its
decomposition. As an example, we further introduce the excess generalization of
randomized coordinate descent (RCD) for pairwise learning. The excess generalization
in this case is first analyzed by leveraging the powerful tool of algorithmic stability.
This theoretical analysis develops optimal generalization bounds by trading off
estimation and optimization, and further provides a principled guideline on how to stop
the algorithm appropriately for the best generalization.

-29



2025

EM (IRLSEM)

15%-20%
85%,

-30



2025

Session Six

Too Much of a Good Thing? Copy Trading and the Limits of Price Efficiency

We develop a rational expectations equilibrium (REE) model for copy trading, where
households either trade directly as passive traders or become active followers by
searching for informed leaders. Active followers determine their replication position on
leaders’ strategies instead of forming their own demand. When active followers neglect
the replication risks, lower search costs increase funds allocated to informed leaders
without necessarily enhancing market efficiency. While copy trading introduces
informed capital by emulating leaders' strategies, it simultaneously injects systematic
noise due to common replication errors. With sufficiently high neglect of replication
risks and copy errors, excessive capital flows can amplify this noise, undermining the
beneficial effects ofinformed capital.

Stochastic Stackelberg differential investment and reinsurance game with
ambiguous correlation

This paper investigates a Stackelberg investment and reinsurance game with the
ambiguous correlation between the financial and insurance markets. The ambiguous
correlation is modeled by constructing a set of non-equivalent prior probability
measures under the G-framework. The reinsurer acts as the leader charging reinsurance
premiums, while the insurer acts as the follower participating in proportional
reinsurance. Both the reinsurer and the insurer invest in the financial market with the
aim to maximize the expected utility of their terminal wealth under the worst-case
scenario. Based on the dynamic programming principle under G-Brownian motion, the
Stackelberg equilibrium strategies are derived by solving the Hamilton-Jacobi-
Bellman-Ilsaacs (HJBI) equations. Through theoretical analysis and numerical
simulation, the influence of ambiguity on the Stackelberg equilibrium strategies is
analyzed. We find that both the insurer and reinsurer adopt more conservative strategies
in the presence of market correlation ambiguity, with the insurer being more
significantly affected by such ambiguity, while the reinsurer is less influenced. When
both the insurer and the reinsurer maintain investment in the risky asset, the ambiguity
faced by the insurer leads to higher reinsurance premiums, whereas the ambiguity faced
by the reinsurer results in lower reinsurance premiums.
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Session seven

Off-Policy Evaluation with Irregularly Spaced Outcome-Dependent Observation

Times

W hile classic off-policy evaluation (OPE) literature typically assumes decision time
points to be evenly spaced for simplicity, in many real-world scenarios such as those
involving user-initiated visits, this assumption may not hold. To address OPE with
irregularly spaced and potentially outcome-dependent decision times, this paper
introduces a novel reinforcement learning (RL) framework that incorporates not only
the state-action process but also an observation process dictating the time points at
which actions are made. The proposed framework generalizes the semi-Markov
decision process (SMDP) framework by allowing the gap times between

observations to be correlated with previous states, actions, and gap times, and thereby
better aligns with dynamic policies with outcome-dependent observation times.
Furthermore, beyond the classic policy value function based on cumulative reward, we
introduce a new policy evaluation criterion based on integrated reward, which is more
suitable for settings with continuous observation times. Statistical inference of the
newly defined value function is provided by positing a modulated renewal process
model on the observation times. The validity ofthe proposed policy evaluation method
is further supported by theoretical results, simulation studies, and a real-world
application using electronic health records (EHR) to evaluate periodontal disease
treatments.

Transfer Learning for High-dimensional Accelerated Failure Time Models

Transfer learning is a powerful tool to leverage information from different but related
source domain to boost performance of the target task. Despite the substantial
developments in various high-dimensional data analysis, survival data are insufficiently
accounted by current transfer learning approaches. Random censoring mechanism, the
population heterogeneity of multiple datasets and high dimensionality of predictors
pose major challenges. How to properly conduct transfer learning procedure onto
survival datasets to improve the statistical inference at the target and simultaneously
guarantee theoretical properties remain unclear. In this paper, we propose a new transfer
learning method for the high-dimensional right-censored survival data under
accelerated failure time (AFT) model. The proposed method applies mean imputation
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techniques to adjust for censoring data, thus facilitating the subsequent pooling and
debiasing transfer procedures. We show that under mild conditions, the proposed
method achieves lower error bounds over the existing non-transfer learning methods
even there exists obstacles from censoring. We also develop an algorithm based on
sample splitting to detect informative source datasets and prove that the selected
informative sources is consistent with the true one. Extensive simulation results and a
real data case concerning TCGA micro-array gene expression are reported to support
our theoretical claims and to demonstrate the empirical usefulness of the proposed
transfer learning method. To the best of our knowledge, this is the first work on transfer
learning for high-dimensional accelerated failure time modelling with theoretical
guarantees.

Tensor Additive Quantile Regression

Additive nonparametric models are increasingly favored for analyzing tensor data,
offering a flexible and parsimonious approach. This paper introduces a tensor additive
quantile regression model, aiming to provide a more robust and detailed understanding
of how covariates influence the response in tensor data. The component functions are
estimated using basis function approximations. We stack the splines as an additional
tensor dimension, which allows us to leverage the tensor structure and apply Tucker
decomposition for dimension reduction. In high-dimensional settings, we propose a
sparse tensor additive quantile regression model that incorporates a group penalty for
variable selection. A key challenge addressed is connecting sparse tensor elements
within the structure of Tucker decomposition. We propose an innovative approach that
identifies a broader set of relevant features than the oracle, while enabling efficient
algorithms to navigate the high-dimensional space. We establish the large sample
properties of the proposed estimators, evaluate the finite sample performance of our
method through Monte Carlo simulations and demonstrate its application on real-world
datasets, including stock market and head pose image data.

Spatially aware adjusted Rand index for evaluating spatial transcriptomics

clustering

The spatial transcriptomics (ST) clustering plays a crucial role in elucidating the tissue
spatial heterogeneity. An accurate ST clustering result can greatly benefit downstream
biological analyses. As various ST clustering approaches are proposed in recent years,
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comparing their clustering accuracy becomes important in benchmarking studies.
However, the widely used metric, adjusted Rand index (AR1), totally ignores the spatial
information in ST data, which prevents ARI| from fully evaluating spatial ST clustering
methods. We propose a spatially aware Rand index (spRIl) as well as spARI that
incorporate the spatial distance information. Specifically, when comparing two
partitions, spRI provides a disagreement object pair with a weight relying on the
distance of the two objects, whereas Rand index assigns a zero weight to it. This
spatially aware feature ofspRI1 adaptively differentiates disagreement object pairs based
on their distinct distances, providing a useful evaluation metric that favors spatial
coherence of clustering. The spARI is obtained by adjusting spRI for random chances
such that its expectation takes zero under an appropriate null model. Statistical
properties of spRI and spARI are discussed. The applications to simulation study and
two ST datasets demonstrate the improved utilities of spARI compared to ARI in
evaluating ST clustering methods. The R package to compute the proposed spRI and
spARI is available at
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Linear spline index regression model: Interpretability, nonlinearity and dimension

reduction

Inspired by the complexity of certain real-world datasets, this article introduces a novel
flexible linear spline index regression model. The model posits piecewise linear effects
of an index on the response, with continuous changes occurring at knots. Significantly,
it possesses the interpretability of linear models, captures nonlinear effects similar to
nonparametric models, and achieves dimension reduction like single-index regression
models. In the model, both the locations and number of knots are unknown. This not
only enhances the adaptability of the model in practical applications but also presents
challenges in estimating and inferring the unknown parameters. Here, the knots
represent points where the effects of covariates on the response exhibit significant
changes while still maintaining continuity. Combining the penalized approach with
convolution techniques, we propose a new method to simultaneously estimate the
unknown parameters and the number ofknots. The proposed method allows the number
of knots to diverge with the sample size. We demonstrate that the proposed estimators
can identify the number of knots with a probability approaching one and estimate the
coefficients as efficiently as if the number of knots is known in advance. We also
introduce a procedure to test the presence of knots. Simulation studies and two real
datasets are employed to assess the finite sample performance of the proposed method.

Individualized Treatment Plan Estimation Based on Transfer Learning

Transfer learning has gained significant attention across various fields, addressing the
challenge of limited individual study data for predictions. In precision medicine
formulating accurate individualized treatment plans is particularly crucial. This paper
primarily explores estimation methods for individualized treatment plans using transfer
learning. We constructed multiple auxiliary models utilizing shared parameters from
other datasets. A smooth concordance index function was employed to derive candidate
model parameters, combined with a leave-one-out cross-validation criterion to
determine the optimal weights for the averaging process. Our proposed method allows
for different model forms among the auxiliary models. Theoretically, we demonstrate
that under mild conditions, the proposed method achieves the highest smooth

concordance index asymptotically when the main model is misspecified and achieves
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model weight consistency when the main model is correctly specified. We also prove
the convergence of the proposed algorithm. Simulation and empirical studies
demonstrate that the transfer learning-based method for estimating individualized
treatment plans proposed in this paper exhibits superior performance in reducing bias
and enhancing predictive accuracy.

Semiparametric analysis for paired comparisons with covariates

Statistical inference in parametric models (e.g., the Bradley-Terry model and its
variants) for paired-comparison data has been explored in the high-dimensional regime,
in which the number of items involving in paired comparisons diverges. However,
parametric models are highly susceptible to model misspecification. To relax the
assumption ofknown distributions and provide flexibility, we propose a semiparametric
framework for modeling the merits of items and covariate effects (e.g., home-field
advantage) by introducing latent random variables with unspecified distributions. As
the number of parameters increases with the number ofitems, semiparametric inference
is highly nontrivial. To address this issue, we employ a kernel-based least squares
approach to estimate all unknown parameters. When each pair of items has a fixed
number of comparisons and the number of items tends to infinity, we prove the
consistency ofall resulting estimators and derive their asymptotic normal distributions.
To the best of our knowledge, this is the first study to conduct a semiparametric analysis
of paired comparisons with an increasing dimension. We conduct simulations to
evaluate the finite-sample performance of the proposed method and illustrate its
practical utility by analyzing an N BA dataset.

— GMM

2012-2022 GM M
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I
Subgroup Testing for Change-Plane Cox Models in Heterogeneous Credit Risk

Data

Change-plane analysis has emerged as an effective tool to detect subgroups with distinct
effects on the response of interest. Notably, the change-plane Cox model has gained
significance in the subgroup analysis of survival data. Testing for the existence of a
change plane can provide valuable insights into optimal decisions for the specific
subgroups. However, classical supremum testing methods often suffer from limited
efficiency in practical settings. To address this drawback, we propose a novel testing
procedure designed to enhance statistical power. Our approach calculates the weighted
average of the squared score test statistic (W AST) over the space of parameter that
defines the subgroup, significantly improving power in practice. Moreover, we derive
the asymptotic distributions ofthe test statistic under both the null and local alternative
hypotheses. The performance of the proposed method is evaluated by extensive
simulation studies, exhibiting more accurate size control and higher power than existing
testing approaches. Additionally, we illustrate the practical application of our approach
using the Lending club loan dataset and the German credit dataset, showing its ability

to identify subgroups with different default risks.

-38



2025

Session night

Large-scale survival analysis with a cure fraction

W ith the advent of massive survival data with a cure fraction, large-scale regression for
analyzing the effects of risk factors on a general population has become an emerging
challenge. This article proposes a new probability-weighted method for estimation and
inference for semiparametric cure regression models. We develop a flexible formulation
of the mixture cure model consisting of the model-free incidence and the latency
assumed by the semiparametric proportional hazards model. The susceptible
probability assesses the concordance between the observations and the latency. With
the susceptible probability as weight, we propose a weighted estimating equation
method in a small-scale setting. Robust nonparametric estimation ofthe weight permits
stable implementation of the estimation of regression parameters. A recursive
probability-weighted estimation method based on data blocks with smaller sizes is
further proposed, which achieves computational and memory efficiency in alarge-scale
or online setting. Asym ptotic properties of the proposed estimators are established. We
conduct simulation studies and a real data application to demonstrate the empirical
performance ofthe proposed method.

Single-index Semiparametric Transformation Cure Models with Interval-

censored Data

In this paper, we propose aclass offlexible single-index semiparametric transformation
cure models for interval-censored data, where a single-index model and a
semiparametric transformation model are utilized for the uncured and conditional
survival probability, respectively, encompassing both the proportional hazards cure and
proportional odds cure models as specific cases. We approximate the single-index
function and cumulative baseline hazard functions via the kernel technique and splines,
respectively, and develop a computationally feasible expectation-maximisation (EM)
algorithm, facilitated by a four-layer gamma-frailty passion data augmentation.
Simulation studies demonstrate the satisfactory performance of our proposed method,
compared to the spline-based approach and the classical logistic-based mixture cure
models. The application of the proposed methodology is illustrated using the
Alzheimer’s dataset.
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Target Stratum Analysis in Stratified Randomized Experiments with Transfer

Learning and Regression-Adjusted Average Treatment Effect Estimates

This paper introduces a novel covariate adjustment method based on design-based
analysis, leveraging information from auxiliary strata to enhance the efficiency of
average treatment effect estimation in sparse settings. The proposed estimator is
particularly effective for specific targets with limited samples or studies by utilizing
insights from related but potentially correlated auxiliary strata. We develop an estimator
for the average treatment effect and provide a Neyman-type conservative variance
estimator for hypothesis testing and confidence interval construction. We establish the
asymptotic properties of the estimator and outline conditions under which it
outperforms or matches existing methods in efficiency. The proposed approach
achieves higher precision and narrower confidence intervals than conventional
estimators. Its advantages are further demonstrated through simulations and empirical
data analysis.

A Latent Variable Framework for Multiple Imputation with Non-ignorable

Missingness: Analyzing Perceptions of Social Justice in Europe

This paper proposes a general multiple imputation approach for analyzing large-scale
data with missing values. An imputation model is derived from a joint distribution
induced by a latent variable model, which can flexibly capture associations among
variables of mixed types. The model also allows for missingness which depends on the
latent variables and is thus non-ignorable with respect to the observed data. We develop
a frequentist multiple imputation method for this framework and provide asymptotic
theory that establishes valid inference for a broad class of analysis models. Simulation
studies confirm the method's theoretical properties and robust practical performance.
The procedure is applied to a cross-national analysis of individuals' perceptions of
justice and fairness of income distributions in their societies, using data from the
European Social Survey which has substantial nonresponse. The analysis demonstrates
that failing to account for non-ignorable missingness can yield biased conclusions; for
instance, complete-case analysis is shown to exaggerate the correlation between
personal income and perceived fairness of income distributions in society.
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Robust transfer regression with corrupted labels

In this paper, we introduce a robust transfer regression method designed to handle
corrupted labels in target data, under the scenarios that the corruption affects a
substantial portion of the labels and the locations of these corruptions are unknown.
Our theoretical analysis decomposes the estimation error into three interpretable
components: (1) source data, (2) domain shift, and (3) label corruption. This framework
guarantees that our method consistently outperforms target-only estimation. We
validate our method through numerical experiments focused on reconstructing
corrupted compressed signals, showing robustness even when a high fraction of labels
are corrupted especially when some source data exhibit structural similarities to the
target data. Additionally, we apply our method to analyze the association between 06 -
methylguanine-DNA methyltransferase (M GM T) methylation and gene expression in
Glioblastoma (GBM ) patients.
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A new estimator for conditional expectile-based value-at-risk of a linear predictive

regression

I f

Since it is the only elicitable law-invariant coherent risk measure, the expectile-based
value-at-risk (EVaR) is a recently recommended risk measure in financial risk
management. This paper considers the large sample statistical inference problem of
conditional EVaR under alinear predictive regression model. Based on the least-squares
residuals, we propose a novel least-squares residual estimator for the conditional EVaR
of a linear predictive regression. The asymptotic properties of the proposed estimator
are investigated in the context of dependence. We illustrate that the proposed estimator
is computationally efficient and has desirable finite sample performance through
numerical studies and an empirical application to risk assessment.

Non-Asymptotic Analysis of the Wasserstein Variational Bayes Method

This paper develops a novel variational Bayesian framework that minimizes the 1-
Wasserstein distance, formulated through the Kantorovich Rubinstein dual
representation, between the variational distribution and the posterior. Unlike the
Kullback Leibler divergence, the 1-Wasserstein distance provides symmetry, robustness
to support mismatch, and a geometry-aware comparison of probability measures. We
establish non-asymptotic theoretical guarantees for the resulting Wasserstein
variational posterior, deriving explicit contraction rates, tail probability bounds, and
Gaussian approximation results relative to the maximum likelihood estimator. These
results demonstrate that the 1-Wasserstein variational posterior achieves reliable finite-
sample accuracy and retains the concentration properties of the exact posterior.
Simulation studies on linear regression and logistic regression further confirm the
stability and accuracy ofthe method compared to mean-field variational Bayes. Overall,
this work introduces the Kantorovich Rubinstein perspective into variational inference
establishing a theoretically rigorous and practically effective framework for scalable
Bayesian computation, with strong potential for broader applications in high-

dimensional statistical modeling.
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Change-plane Analysis in Functional Response Quantile Regression

M (

Change-plane analysis is a pivotal tool for identifying subgroups within a
heterogeneous population, yet it presents challenges when applied to functional data.

In this paper, we consider a change-plane model within the framework of functional
response quantile regression to identify and test subgroups in non-Gaussian functional
responses with scalar predictors. We employ an alternating direction method of
multipliers algorithm to estimate the function coefficients and grouping parameters
which enables population division into distinct subgroups.To test for subgroup
existence, we develop a weighted average of the squared score test statistic, which has
a closed form and reduces computational burden. The asymptotic theory for the
estimates is established based on the reproducing kernel Hilbert space, and the
asymptotic distributions of the proposed test statistic are derived under both the null
and alternative hypotheses.Simulation studies are conducted to evaluate the
performance of the proposed approach in identifying and testing
subgroups.Additionally, we apply the methods to two real datasets from Chinese stock
markets and the COVID-19 pandemic.

2011 —2022 12
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Specification Testing with Complex Survey Data

Specification analysis for regression models has received considerable methodological
attention over the past two decades. Existing approaches, however, remain largely
confined to traditional model-based frameworks and are often ill-suited for analyzing
complex survey data due to inherently intricate dependency structures induced by
complex sampling designs and weighting schemes.

In this paper, we develop a novel specification testing procedure for linear quantile
models within the design-based framework for complex survey data. We propose a
nonparametric test grounded in an orthogonal projection onto the tangent space of
nuisance parameters to assess the correct specification of a linear conditional quantile
function over a continuum of quantile levels. The proposed test statistic serves two key
purposes: it enables the assessment of model validity for design-based inference
regarding the conditional effects on outcome distributions; and it effectively
accommodates the survey design features and provides valid inference for both the
particular finite population and the related superpopulation. We derive the asymptotic
distribution of the test statistic under both the null and alternative hypotheses, showing
in particular that the estimation of unknown model parameters has no asymptotic
influence on the validity ofthe proposed test. For practical implementations of the test,
we introduce a multiplier bootstrap procedure and establish its theoretical validity. The
finite-sample performance of the proposed method is examined via simulation studies,
and its practical utility is illustrated through a real data application.

2011 —2022 256
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ESG Report Sentiment Analysis and Environmental Violation Prediction of
Chinese Listed Companies Based on FInBERT: Integrating Traditional Empirical

and Machine Learning Methods

MM (

This study examines the relationship between sentiment expression in corporate
ESGreports and environmental violations using data from Chinese listed companies
from 2006to 2023. Employing the FinBERT model for sentiment analysis, we
investigate how corporate emotional expression affects environmental violation
behavior through a “sentimentcontagion-supervisory pressure-behavioral constraint”
mechanism. The research innovatively extends FINnBERT sentiment analysis from
continuous scores to a five-level sentimentdistribution (extremely positive, positive,
neutral, negative, extremely negative) and constructs heterogeneity indicators such as

extreme sentiment ratios.

By integrating traditionaleconometric methods with machine learning approaches, we
establish a comprehensive empirical framework including mediation effects,

moderation effects, and heterogeneity analysis.

Our findings reveal that positive sentiment expression in ESG reports significantly
reduces environmental violation probability by enhancing public trust, increasing
investor attention, and strengthening regulatory recognition. A one standard deviation
increase in sentiment score reduces environmental violation probability by
approximately 12.3%, with this effect being more pronounced in companies with high
media attention and excellentES G ratings. The extreme positive sentiment ratio shows
a significant negative correlation with violation rates, validating the importance of
sentiment distribution heterogeneity. Machine learning models, particularly Random
Forest, demonstrate superior performance in environmental violation prediction with
84.1% accuracy and 0.891 AUC with SHAP value analysis revealing FINBERT
sentiment features as the most important predictive factors.

The theoretical contribution of this study lies in constructing a complete
“sentimentsupervision-behavior” transmission mechanism. The methodological
contribution involvesthe first application of FiInBERT multi-level sentiment analysis to
the Chinese ESG context. The practical contribution provides Al-based environmental
risk early warning tools for regulators and investors. The research validates the
information authenticity hypothesis, confirming that positive sentiment expression
genuinely reflects superior environmental performance, providing important theoretical
and empirical support for improving ESG evaluation systems and environmental
regulatory policies.
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